
2020

Connecting millions of 
users at

With Apache Pulsar at the core
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Why we needed Pulsar?

● Single instance Monolithic

● 6+ million daily connections!

● Expanding for conferences and teams

● Unlimited events for analytics
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From Kafka to Pulsar in 30 min

● Low-latency pub/sub with flexible subscription model

● Simpler to operate with K8s on bare metal

● Scalable per-user ephemeral topic

● Pulsar functions

● Tiered storage
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Production Environment

● Broker
○ 8-16G RAM
○ 4 Cores

2800 msg/s

25 MB/s   

● Bookkeeper
○ 4-8G RAM
○ 2 Cores

● Zookeeper
○ 2G RAM
○ 2 Cores

Pulsar 2.6.1
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Production Environment

● Kubernetes 1.19

2800 msg/s

25 MB/s   

● Istio 1.7

● Ceph 15.2

> 20K ephemeral topic / min
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Architecture

● Microservices 
Communication

● Ephemeral 
Topics

● Compact Topics

● Analytics 
Pipeline
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Lesson Learned

● Ephemeral topics, producer and subscribers scales!

● Pulsar function and ephemeral topics needs improvement

● Passing small images payload is better than using object storage at scale (MinIO/Ceph)

● Pulsar window function for analytics scales!

● Running on Pulsar on Istio works

● Using remote Ceph storage for Pulsar persistent volumes

● Tiered storage can solve small files issue in object storage
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OSS Pulsar Clients 
by

Neutron & Supernova
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https://github.com/cr-org 



@volpegabriel87 @gvolpe

2020
Demonstration

consumer producer
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Neutron: Scala client
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Neutron: Scala client
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Demonstration

consumer producer
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Supernova: Haskell client
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consumer producer
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THANKS!
谢谢！


